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Answer four questions only. Statistical tables are provided. Mer proqammable Caleatia to -5

petemibed,
1.

{a) Explain the terms “sampling distribution” and “properties of an estimator”. {30 marks)

{b) Suppose the random variables X denote the diameter (in cm) of a manufactured laptop screen.
Assume that X is normally distributed with unknown mean and variance. Randomly selected
fifteen laptop screens were checked and diameters were recorded. Foltowing table gives the data

in cm,
26.12 26.53 25.69 25.66 2574
26.24 25.42 26.53 26.43 25.05
27.52 26.45 26.74 25.79 26091
(1) Estimate the mean and standard deviation of diameter for a randomly selected laptop
screen. Round your answer to two decimal places. (15 marks)

(ii) Find 95% confidence interval for mean length of diameter for laptop screen. (40 marks)
(iif) ~ Manufacturer clam that the “mean diameter of a laptop screen is 26 cm”. Using the

answer in part (ii) justify the claim. (15 marks)

2.

{a) The booting times of two operating systems, A and B, are presented in the following contingency
table. Using a suitable statistical test check the claim that “Booting time of machine brand XY is
independent from the operating system”.  Use 0.05 level of significance and for significance
fevel 0.05 table (Critical ) value for 3%y, = 3.84.

Booting time of a machine brand XV
30 seconds or less than
30 seconds Greater than 30 seconds
: Operating | A 25 10
System
- 4() 20
(50 marks)
(b) A teacher wants to model the marks obtained by a student for a computer course using the time

spent for study (in hours) for the course. Data, time spent for study for the course and the marks
obtained were coilected from 50 students. The Minitab output of the simple linear regression
analysis of the collected data is given bellow.




Regression Analysis: Marks versus Time spent for study

The regression equaticn is
Marks = 08.2 + 0.8 Time spent for study

Predictor Coef SE Coef T P
Constant 08.2 2.002 10.09 0.0000
Time spent for study 0.08 0.02008 27.16 0.0000

s =2.72271 R-8g = 83.9% R-Sgladj) = 83.7%

Analysis of Variance

Source DF 58 MS I P
Regression 1 5442.4 5442.4 7734.16 0.000
Residual Error 48 355.8 7.4

Total 49 5798.2

Write a brief report on findings based on the above output. Clearly state the fitted model, interpret the
fitted model, and check whether the slope and the intercept are significant. Also explain the proportion of
variation explained by the fitted model. State if any additional techniques which are needed to finalise the

fitted model. (50 marks)
3.
(a) Explain the following terms and use of it in hypotheses testing:
(i) Significance level (15 marks)
(i) Power of the test {15 marks)
(iii)  Test statistic and critical region {20 marks)
(b) According to past experience a company that produces a certain electronic chip claims that the

life time X (in years) has a normal distribution with unknown mean and variance. A sample drawn
from the above distribution is given below.

816 11.50 7.28 10.07 1290 11.01 1111 827 1165 968 1146 6.26
1039 8.05 1048 1462 89 1072 1037 11.71

Using a suitable statistical test comment on the claiin that “mean lifetime of a randomly selected

electronic chip is less than 10.5 years”. {50 marks)
4.
(a) Explain the following terms in hypotheses testing:
(i)  Null Hypotheses and Alternative hypotheses (15 marks)
4(ii)  One tail tests and two tail tests (15 marks)
(b) A shoe company wants to compare two materials, 4 and B, for use on the soles of boys' shoes. To

test this, each of ten boys in a study wore a special pair of shoes with the sole of one shoe made
from Material 4 and the sole on the other shoe made from Material B. The sole types were
randomly assigned to account for systematic differences in wear between the left and right foot.
After three months, the shoes are measured for wear, Using a suitable statistical test check the
validity of the claim that “wear of both materials 4 and B are same”. Use 5% level of
significance. It is reasonable to assume normal distribution for wear of both materials A4 and 5.
Connect the below table with the above paragraph. (70 marks)




(a)
(b)

Wear of Material-A

Wear of Material-B

13.2 14

3.2 8.8
10.9 11.2
14.3 14.2
16.7 11.8

6.6 6.4
.95 9.8
10.8 11.3

8.8 9.3
133 13.6

Briefly Explain the terms “point estimation and interval estimation”

{20 marks)

A software engineer collected a sample of processing times for a specific task using two
algorithms, A and B. The tabie below shows the recorded times in seconds. It is reasonable to
assume equal variances and normal distribution for time of processing for both algorithms.

(D)

(i)

Algerithm A Algorithm B
17 22
14 19
14 18
15 19
21 24
15 18
15 22
13 24
13 25
13 22
17
21
23
25
25

_ Find 95% confidence interval for mean difference of processing time of two algorithms A4

and B. Comment on the claim “processing time of two algorithms 4 and B are equal”.

(50 marks)
The following Minitab output is generated to test the claim that “lowest processing time
of the highest 50% runs of the algorithm A is less than 15 seconds”. Write a report on the
findings. Clearly mention the test which is used to test the claim, whether the test is
parametric or nonparametric, the liypotheses tested and conclusion with justification.

(30 marks)



Wilcoxon Signed Rank Test: Algorithm A

Test of median = 15.00 versus median < 15.00

N
for  Wilcoxen " Estimated
K Test Statistic P Median
Algorithm A 10 7 11.5 0.368 14.50
6.
(a) Briefly explain the “coefficient of determination . (20 marks)
{b) Assignment marks and final examination marks of a particular subject for 15 students are given

below. The teacher wants to find a model to predict the Final Mark (¥) of a student using the
Assignment mark.

Student Name A{B! CID|E| F| G| H Il JI K| LiM| N| O
Assignment mark (X) 60 |47 |60 |56 | 47| 27145 |61 |68 |62]35(53 5725131
Final Mark (Y) 6754534947135 (3077|5754 |42]|60|63]|42]|28

n=15 Y X, =734 YY, =758 Y XY, =39066 XX?=38566 YV=40924

(i) Draw a scatter plot for the above data and interpret it. { 25 marks)

(i) Fit simple linear regression model Y = fy + f1X to the above data. Clearly estimate
the B, and S84 and interpret the results. (30 marks)

(iii)  Plot the residuals against the fitted values and interpret the results. (25 marks)
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T-distribution table - t — Distribution table - right tail probabilities
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Some useful formulas
(1 — a)% confidence interval for u when g known [)? —Fe * i+ fa * Z ]
R 7 Vm

(1 — a)% confidence interval for g when g un known

el a o a
[X"t(n—l), aiz * oo X tnen), agz * ]

{1 — a)% confidence interval for @ for large samples [ P—Zax ‘P—(};—P) , P+ Za = /_P_(:‘_P) ]
3 )
4

T oen

Sample mean- X = z z=n1Xa
m n 2
Sample variance §% = E.i}.%i‘_ﬂ..

= 1n-1) (2 x’ -nx*)

2
0. _ B
Pearson Chi-square (7% = EE E”—H_jﬁ
1]

Ej

69



One Sample Z-Test: 2 = (X — po) / (6/n)

X—ug

One-Sample t-Test: t = ST

Two sample t-test

1 — Tg

Sp + Sp
3 9

Where:

= Ty and Tp are the sample msans of the two groups being compared
« 711 and ny are the sample sizes of the two groups baing compared
. s‘,,2 is the peoled sample variance. calcutated as:

s (= Vst + (-~ D)5}

r ny + g — 2

Where §% and &3 are the sample variances for each group.

Simple linier regression model




