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Answer FOUR questions only._

Instructions:

L.

* This question paper consists of 06 questions. Answer only four questions.

e Statistical Tables are attached at the end of the question paper. When reading values,
you may use the closest degrees of freedom given in the table.

*  Where appropriate, method of least squares will be used fo fit the regression model.

e Non-programmable calculators are permitted.

An election analyst is interesied in examining the relationship between the change in the
number of campaign events (x) by the candidate and the percentage change in votes received by
the candidate (¥), by comparing two general elections (referred to as current and previous). The
percentage change in votes is measured to one decimal place. Changes in both variables may be
positive or negative. Following data summaries were computed from the data collected on 30

candidates for whom records from bord the current and the previeus election were available.

n =30, Zx - 60, Zyi — 1840, 7 ~ 180.0, Zyt ~ 1382.56, Z Xy = 533.85

1) poly the method of least squares 1o it a stmple linear regression model to the percentage
change in votes, using the change m campatgn ovents as the predictor variabie, Write down
the equation of the fitted regression hne,

1) Mr. P had the same number of campaign events as in the previcus election but received a
1% 1ncrease 1n votes in the current clection. Calculate the deviation of the percemtage
change in votes for Mr. P in she current election from the value predicled by the fitted
mode!.

1) Explain what 5 meant by the rindom ervor inthe observable pereontage in votes of Mr. P
and cstimate i In relation to this study. whai does the randem error represent?
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v} Clearly state all the assumptions made on the random errer when computing least squares

cstimates for a simple linear regression model for the percentage change n votes.

1) Briefly describe why it is important to examine a scatter plot of response against the

predictor variable prior to interpreting the value of Pearson correlation coefficient.

11) Pearson correlation coefficient based on observations collected on daily hours spent on
soctal media (X) and score received for a certain vocabulary test (¥), on a sample of 30
students in the age group of 10 to 12 years is -0.02. Furthermore, the standard deviations of
the vocabulary test scores and the daily hours spent on social media were 4 and 14 hours
respectively. State whether you agree or disagree with each of the following conclusions
made by a student based on the given values. In each case, give reascens for your answer,

a) Data indicates that the performance on the vocabulary test of students in the said group
is not related to the time spent on social media.

b} Daily hours spent on social media is not a good predictor of the said vocabulary test
score.

¢)  Around 4% of the variation in the vocabulary test score can be explained by a simplc
linear regression model with daily hours spent on social media as the predictor
variable.

d)  As more time 1s spent on social niedia, the performance of the vocabulary test will

drop.

Ledl

} Provided that the assumptions needed for a least squares ht of a simple Hnear
regression model with time spent on the social media as the predictor variable predicts
that associated with one hour of increase in the daily time spent on the social media,

the vocabulary test score will be dropped by 0.006 umits.

- In o study o examine whether daily sugar intake 1s a significant predictor of bedy mass index

(BMIy. the average daily sugar intake (1o the nearest gram) and BMI tkg/m?y to the nearest

o1
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2o decimal poeint, were recorded on a random sample of 40 individuals. Following summary

slutistics were calculated from the sugar mtake of persons in the sample (x):

THnimuT T A8 maxinun ¢ 125; 30 x = 3600.00 3 X7 =350656
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Assume that the data satisfy the required assumptions for a least squares [it of a simple linear
regression model.  The following information was extracted from the lcast squares fit of a
simple lincar regression model to the BMI, using daily sugar intake as the predictor variable.
Intercept = -38.532; Slope = 1.116
Mean squared error = §9.5522
1) Clearly explain what the slope parameter measures, in relation to this study.
ii) The estimated intercept from the fitted model is negative. How would you cxplain this result
to a student, based on the data collected in this study?
it1) Clearly explain what the mean squared error mcasu‘rcs, in relation to this study.
iv) Construct a 95% confidence interval for the stope parameter.
v} Using a 5% significance level, test whether the daily sugar intake is a significant predictor of

body mass index or not. Clearly state vour findings.

.In a study on how the price of a used car depends on its age and mileage, a researcher collected
the selling price (in rupces), age of the car (in years), and mileage (in kilometers) of a random
sample of 40 used cars of the same make and model, from a used car seller.

a) If the researcher decided to choose a univariate multiple linear regression model, advise the
researcher to choose the response and explanatory variables. Give reasons for your choeice of
variables.

b) It the researcher decided to choose only the data collected on the age and the selling price
and to it a linear regression function, selecting the vartables approprinicly, write down the
model cquation. You need to clearly describe the notation vou usc.

¢} in relation to this study, describe whal the slope parameter in your regression function in the
nodel deseribed in part (b) measures.

d) Give one advantage and one disadvantage of using the model described in part (a) over 1o
selecting the model described in part (b).

e} If both models are fitted using least squares, which of the two modeis have smaller residual

sum of squares. Give reasons for your answer.

i Buppose the rescarcher computed the ordinary residuals bused on the least squares it of the
maodel described m part (b}, Describe all the residual plots that vou would advise the
researcher fo construet, and ¢learly describe the use of each plot,
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5. To study the relationship between daily water consumption (in liters), x, and hours spent under
the sun (in hours), v, among athletes, a researcher recorded the number of hours spent in the
playground and the water intake from 2¢ athletes on a given day. The following summary

statistics were computed from the data collected.

n =26, Zx,- =123.0, Zx? = 697.0, Zyi :90.0;Zy§ = 336.56; ijyl- = 4789

A simple linear regression model is to be fitted to the water intake, using the method of least
squares, taking hours spent in the playground as the predictor variable,
Part of the Analysis of variance (ANOVA) table obtained by fitting a simple linear regression

maded for y using x as the predictor variable is given below.

Source of Sum of squaresm Degrees of
_variation freedom

Regression (a) (d)

Residual {b) {e)
CTotal ) | D)

1) Compute the missing values indicated by (a), (b), (c), (d), (e) and (f) in the given table.

11y Calculate the proportion of variation in the water intake that can be explained using the hours
spent i the plavground.

it} Using a 3% sigmficanee level, test whether the predictor variable significantly contributes to

predict the variation in the response variable, Clearty state your findings.

6. 1n a calibration study, o rescarcher added different weights ranging from 2 grams to 3 grams
and measured the reading of the weight of a spring balance. For each weight, 4 replicaie
readings were collected. The researcher only measured these two variables.

1) Define cacly of the fellowing terms and desenibe each of them, 1o relation to this study:
) Mean response
by Residual

. b T
[0 ROUTCssION IHNeion
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i) A plot of ordinary least squares residuals by fitting a simple hnear régression model with
additive errors to the readings from the spring balance with weight added as the predictor
vanable is given below. A student made each of the following conclusions based on this
plot. State whether you agree with this student or not in each case, giving reasons for your
ANSWEL.

a) The observations are correlated.

b)The plot indicates that the model fits better for observations taken by adding low
weights to the spring balance.

¢) The random errors in the response have zero mean.

d)A quadratic term in the predictor variable needs to be added to the chosen regression
function.

e) The model gives equal predicted values for several obscrvations.
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Table A2: Student's t - Distributicn

pTsnp 120 10 |5 2 1 0.2 01 |

Degrees of | ! :

freedom f j ' ‘ { j
1 1100 308 631 127 318 (637 |318 637

2 {082 1189 292 (430 696 |992 |223 :316
3 076 (164 235 318 454 |584 |102 129
4 1074 1153 1213 1278 {375 460 |7.17 861
5 073 148 202 257 ;336 403 |589 687

6 '072 1144 T194 245 1314 (371 [521 596 |
7 071 1142 189 236 1300 {350 {479 541 ¢
8 071 1140 186 231 290 1336 450 504
9 070 1138 ~1.83 226 282 325 430 478
10 070 137 181 223 276 (317 [414 459 ;
12 070 136 178 218 1268 |305 (393 432
15 069 1.3 175 213 0260 295 [3.73 .4.07
2 D69 132 172 209 253 285 ;3.55 3.85
24 068 132 171 206 249 280 1347 375
30 068 131 170 204 246 275 339 365
40 068 130 168 202 242 270 {3.31 3.55
60 068 130 167 (200 239 (266 |3.23 346 .
w067 128 164 1896 233 ,258 (3.09 329

on
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Theso tables give the values of # for which a given percentage of the
F-distdbution is greater than F.

The F-distribution arises when two independont cstimates of a vasiance
are divided one by the otber. Each of these estimates has its degrees
of freedorm associated with it, thus to specify which particular
F_distribution is to be considered, the degrees of freedom of both the
numerator &, and the denomunator mry, mast be given,
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