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Instructions:

I.

This question paper consists of 06 questions. Answer only four questions.

Statistical Tables are attached. When reading values, you may use the closest degrees of
freedom given in the table.

Where appropriate, consider that the regression models are fitted using the method of
least squares.

In all tests, use the significance level as 0.05.

Non-programmable calculators are permitted.

A researcher interested in quantifying the linear association between the experience of machine
operator (measured in months) and the amount of wastage of raw material during operation

(measured in grams) collected the data presented in the table.

Experience 0] o 4 4 6 6 8 8 12 12 .
(months) ,

Wastage 13 11 11 8 7 5 6 4 3 2
(grams) :

i) If you were to fit a simple linear regression model to the data, which variable would you

choose as the response variable? Give reasons for your choice,

ii) A student stated that unless there is a strong linear association between the two variables, a
simple linear regression model cannot provide a good fit to the data. Do you agree with this

statement? Give reasons for your answer.

iii) Suggest a suitable measure that can be calculated from the data to assess the strength of the

linear association between the given variables.

iv) Calculate the value of the measure proposed in part (iii) for this data and clearly describe

what you conclude about the association between the variables based on this value.
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v) Let k denote the value of the measure obtained in part (iv). State whether each of the

following statement is true or false. In each case, give reasons for your answer.

a) If the data collected on experience were converted to weeks and the measure proposed

in part (iii) was recalculated after this conversion, the new value will be equal to k,

b) It was later realized that, due to an error in the scale used to measure the wastage, each
measurement of wastage must be corrected by adding 0.02. If the measure proposed in
part (ii1) was re-calculated after correcting for this error, the new value will be equal to

i +0.02.

2. A researcher fitted a simple linear regression mode] to tﬁe time (minutes) requiréd to dissolve a
chemical compound in an acidic medium, using temperature ("C ) of the sample as the predictor
variable. During data collection, temperatures of the samples were controlled at 10°C , 20°C,
30°C, 40°C and 50°C and three replicates were collected at each of these temperature levels.
Accidentally, the researcher had lost the raw data, but the following information obtained from
the least squares fit of the model y = f, + f1x+€ were available.

Regression sum of squares = 21385.8

Total sum of squares =23192.3

i) What is the sample size, n used in this study?

i) Calculate 2(x; — %)%, where x; (i = 1,2,--,n) denote the temperature of the i** sample.

11) The researcher is aware that when the temperature is increased, the chemical compoﬁ.nd
dissolves fast. Based on the given information, estimate [, and explain what it measures
in relation to this study. '

iii) Calculate the residual sum of squares and the mean squared error.

tv) Construct a 95% confidence interval for 3.

v) Using the results obtained in part (iv) or otherwise, test the validity of the hypothesis that a

5°C increase in temperature is associated with a 12 minutes reduction in the time required

to dissolve the chemical compound. Clearly state your findings.




1. The following summary statistics were computed from the wing length (cm) and tail length (cm)

of 28 adult birds of a particular species. The researcher wants to fit a simple linear regression
model to the wiﬂg length, using tail length as the predictor variable. The tail length of birds n

the sample had varied from 6.0cm to 7.9cm.

Variable « Descriptive Statistic

; Mean Standard deviation
Wing length () | 10.83 0.59
Tail length (x) 6.72 0.55

Pearson cortelation between wing length and tail length = 0.90

i) Find the least squares estimates for the slope and the intercept of the fitted line in the proposed

simple linear regression model] fit.
ii) Write down the equation of the fitted line.

iii) Find the fitted value for the wing length of a bird with a tail length of 7.1cm and explain what

it measures, in relation to this study.

iv) Estimate the mean difference in the wing lengths of two birds with 0.5cm difference in the tail
lengths.

v) From the least squares model fit, estimates for the standard errors of therslope and intercept
parameters were found to be 0.093 and 0.629 respectively. Estimate the standard error of the

estimate computed in part (iv).

4. A researcher recorded the increase in plant height four weeks after weekly applying different
known amounts of bio char to 25 medicinal plants with similar initial height. The following
summary statistics were computed from the data.

Six; =375, Ty = 234.85, Y x? =76.6, XLy,® = 2522.95, Y x;y; = 421.53.

The researcher wants to test whether the bio char has a significant effect on the increase in
height of the medicinal plant based on the findings from fitting the model y = g + f1x+€;

weekly amount of bio char applied is taken as the predictor variable.

i)  Write down the null and the alternative hypotheses you would test to address the

researcher’s objectives. Clearly describe the notation you use.

ii) Compute the least squares estimate for the slope parameter.




iif) Construct an analysis of variance (ANOVA) table that can be used to address the

researcher’s objectives.

iv) Using the ANOVA table constructed in part (iii}, test the hypothesis stated in-part (i) ata

0.05 significance level. Clearly state the findings.

¢

. In a study on the effect of protein on the weight gain of rats, a researcher measured the weight

gain (mg) of 34 rats, three months after giving a diet with known amounts (mg) of protein,
daily. The protein contents in the daily diets were in the range from 0 mg to 5mg. The model

y = f,+ px+ e was fitted to the data using the method of least squares with weight gain as

the responée variable and the protein content in the diet as the predictor variable. The
following table gives some parts of the output from the model fit. '

Parameter Estimate Standard error
Bo 1.52 0.14
B 0.31 0.05

Residual sum of squares = 6.05

.i) In relation to this study, clearly state the assumptions that the researcher must make in

choosing the model and obtaining valid estimates for the parameters given in the table.

i1)  Estimate the random variation in the weight gains of rats,

iiil} A randomly chosen rat that had received a weekly diet containing 3mg of protein
content had a weight gain of 4mg. Calculate the residual corresponding to thls

observation and clearly explain what it measures in relation to this study.

iv) Clearly explain what is measured by the standard error of the estimator for the slope

parameter with estimated value 0.05, in the given table.

v)  State whether each of the following statements is true or false for a least squares fit of

the model ¥y = f, + f,x+ € . In each case, give reasons for your answer.

a) There is no random error in an observation that has residual equal to zero.

b) Sum of the residuals obtained from fitting the model to a set of data will always
be equal to zero.
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6. i)  State whether fitting the simple lincar regression model y = By + 1% + ¢ using the method of
least squares for the response variable y with x as the predictor variable will be appropriate

to meet the researcher’s objective in each study given below. Give reasons for your answer.

a) A researcher wants to estimate the age at which males stop increase in height, based
on the heights measured on males of ages 5 to 30 years, choosing age as the predictor

¢

variable.

b) A researcher wants to predict the final examination mark (y) of a student with a midterm mark
of 10, based on the fitted model to the final examination marks of 40 students with midterm

marks above 30.
ii) The following figure illustrates a plot of residuals agajnst the predictor variable obtained
from fitting the model y = By + B1x + € using the method of least squarés, to the data
collected on the yield (¥) of a tomato species with the amount of fertilizer added (x) as the

predictor variable.

20
|

residual

*
-

fertilizer amaunt

State whether each of the following statements is true or false according to the above
plot. In each case, give reasons for your answer.

a) For small values of the fertilizer amount, the fitted model overestimates the yield.

b) A plot of residuals against the fitted values will have a similar pattern as in the given
plot.

¢) Relying on the validity of the fitted model, we can conclude that the random errors do
not have constant variance.

d) Since there are similar number of positive and negative residuals, the random errors
will have a normal distribution.

e) A plot of fitted values against the predicltor variable will lie along a straight line.
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Table AZ: Student’s t - Distribution -

P50 20 10 5 2 1 0.2 0.1
Degrees of
freedom . : .
1 100 1308 1631 [12.7 [318 |63.7 {318 637
2 10,82 |1.82 1292 1430 1696 |9.92 |22.3 |31.6
3 1076 !1.64 |235 |3.18 [454 584 |10.2 |129
4 - 1074 (153|213 278 375 1460 7.17 | 8.61
-5 o3 148 |2.02 25771336 403 |5.89 |6.87
6 0.72 . 1144 | 194 1245-:1314 F37% [ 5.21--15.96
7. . 4071 1142 ]189 {236 |3.00 {3.50 479|541
g s bgl D | 686 | 2.31002.00 (1336 450 (304
vge o760 - |138 1 183|226 0282 [325 |4.30 478
10 7 {00 137 {1.8Y 223 1276 1317 [4.14 459 |
{7 1070 |1.36 [1.78 (218 |268 [3.05 |3.93 [432
15 0.60 |1.34 {175 1213 1260 |295 }3.73 14.07
20 0.69 {132 {172 |2.09--1253 |285 |3.55 |3.85
24 0.68 | 1.32 171 |2.06 |249 1280 |[3.47 |3.75
30 - o6’ |1.31 170 [2.04 [246 |275 |3.39 |3.65
40  t0.68 |1.30 l1.68 1202 [242 270 1331 3.55
60 1068 1130 [1.67 [200 [239 |266 [3.23 346
b 0.67 |1.28 1164 |1.96 |[233 1258 [3.09 |3.29
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S percent points of the F distribution
w= 1 2. 3 4 5 6 7 8 10 12 24
ny= 2 185 19.00 1920  19.2 193 193 194 194 194 194 195
¥ 0.1 955 928 9.2 901 894 889 B85 8§79 874 864
4 - 770 694 659 639 626 6106 609 604 596 591 577
5 6.61 579 541 519 505 . 4.95  4.88. 482 474 468  4.53
6 .99 514 476 453 439 428 421 415 406 400  3.84
7 5.59. 474 435 412 397 387 379 373 364 357 34)
8 '5.32 446 © 4.07 384  3.69 358  3.50 344 335 328 312
9 5120 426 - 386  3.63 348 337 329 323 304 307 290
10 496 410 . 371 348 333 322 314 307 298 291 274
12 475 389 349 326 301 3.00 291 285 2795 269 2.5
15 454 3.68 329  3.06 - 290 279 271 .2.64 254 248 299
20 435 -3.49 310 287 271 260 250 | 245 235 228 203
24 426 340 3.0 278 262 251 242 236 225 218 198
.30 4.17 332 292 - 269 2,53 242 233 227 . 2.06° 249 189
40 4.08 323 284 261 245 234 225 218 208 200 179
305 276 253 237 225 217 200 199 192 |70

4,00




